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Figure 1: Sample output of chat assistant app leveraging retrieved video content stored in the form of aligned video captions

ABSTRACT
In this work, we propose the use of "aligned visual captions" as a
mechanism for integrating information contained within videos
into retrieval augmented generation (RAG) based chat assistant
systems. These captions are able to describe the visual and audio
content of videos in a large corpus while having the advantage
of being in a textual format that is both easy to reason about &
incorporate into large language model (LLM) prompts, but also
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typically require less multimedia content to be inserted into the
multimodal LLM context window, where typical configurations can
aggressively fill up the context window by sampling video frames
from the source video. Furthermore, visual captions can be adapted
to specific use cases by prompting the original foundational model
/ captioner for particular visual details or fine tuning. In hopes of
helping advancing progress in this area, we curate a dataset and
describe automatic evaluation procedures on common RAG tasks.

CCS CONCEPTS
• Information systems → Information retrieval; • Comput-
ing methodologies → Visual content-based indexing and re-
trieval.
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1 INTRODUCTION
Video content in the forms of YouTube shorts, TikToks, Instagram
Reels or the like are quickly becoming many people’s main form
of content ingestion online. At the same time, following the initial
deluge of work on large language models there has been a recent
surge in work to understand videos, with big corporate systems
like OpenAI GPT-4 Vision and Google Gemini incorporating basic
image and video chatting capabilities into their chat AI applications,
as well as academic systems like [6] [5], [10], [4].

Surprisingly while there are many works that touch on video un-
derstanding at various levels, there have been relatively few works
that have used videos in a retrieval augmented generation (RAG)
[2] context; some notable related works include EgoInstructor [9]
where the authors introduce a retrieval augmented multimodal
captioning model that retrieves relevant exocentric videos as ref-
erences to generate the captions for egocentric videos, also in [7]
they use retrieved text to generate answers for questions about an
input video. Additionally in [11] the authors improve multimodal
query (image + text) to image retrieval using a large scale (query
image, instruction, target image) triplet dataset. Those respective
applications are great, but in this work we focus on bringing the
context of a large video corpus itself into responses of a retrieval
augmented generation chat bot setting.

One potential reason for relatively few works in this space is that
accessing videos in a large scale can be a daunting engineering en-
deavor, given video information’s relative large size and multimodal
nature. Another potential reason for a lack of related works can
be attributed to the relative difficulty of collecting video data, and
further compounded by the time consuming effort of evaluating
the retrieval and generation stages’ output manually.

In this work, we propose the use of "aligned visual caption"
transcripts (see example in Figure 2) in the context of a chat assis-
tant. In Section 2 we detail the process of preparing aligned video
captions, then describe a video data set we curated for this work,
and provide commentary on how these compare to using different
signals from videos in conjunction with popular LLMs under the
task of video summarization as a proxy for the model’s capabili-
ties in general video understanding. Then in Section 3 we describe
an experiment that aims to automatically measure feasibility of
using these transcripts in a retrieval augmented generation con-
text. Then in Section 4 we describe a sample AI chat application
architecture that leverages the aligned video caption representation
of videos to illustrate the ease of integration. For sample demo
application, LLM prompts, evaluation scripts and dataset pointers,
see: https://github.com/kdr/videoRAG-mrr2024

2 ALIGNED VIDEO CAPTIONS
"Aligned Video Caption Transcripts" are temporally synced scene
descriptions of a video in the form of machine generated visual
captions and the associated subtitles or automatic speech recogni-
tion transcripts. In this study we curated a dataset based on public
youtube videos sampled from Panda-70M [1], which contains in-
dividual clip segments and a general visual scene caption learned
from a set of open source video captioning models. Specifically we
sampled roughly 2,000 videos from each YouTube category present
in Panda-70M [1], resulting in a dataset of 29,259 videos (1.5M
video clips and corresponding visual captions) or roughly 215 days
of footage. We then augment that dataset with subtitles gathered
directly from YouTube’s APIs and created the aligned transcripts
as seen in Figure 2). General statistics shown in Table 1.

In order to verify that the information an LLM can generate from
an aligned video caption transcript is roughy comparable to that
of a multimodal LLM, as a sanity check we checked how seman-
tically similar video summarizations generated by various LLMs
were to those generated by GPT-4 Turbo using the aligned video
caption transcript. We compared these generated summaries using
BERTScore [12], which is an automatic summarization measure has
been shown to correlate with human judgment on sentence-level
and system-level evaluation. A total of 1.5K videos were summa-
rized and evaluated, sampled uniformly from the original dataset.

In Table 2 we can see that the various configurations correlate
significantlywith theGPT-4 based ground truth. In particular we see
that sending raw video frames and the automatic speech recognition
(ASR) transcript to the GPT-4 scores a high BERTScore; so does
the text only based settings using ASR, suggesting much of the
information that the LLM is able to tap into resides in speech.
Additionally we see that summarizations using Gemini 1.5 Pro with
video based input and GPT 4 using video frames (i.e. first frame
per scene) as input have similar scores as well, showing that these
captions can produce similar quality output with having to send the
entire set of frames to the LLM, greatly saving on context window
and processing bandwidth at query time. For example, if the entire
aligned video caption dataset was sampled at 1 frame per second
(as is the case for popular LLMs like Gemini 1.5 pro) and assuming
an image is resized to roughly fit the cost of 256 tokens for the
LLM, you’re looking at around 4.8 billion tokens including subtitles
(roughly 69x bigger compared to using aligned visual captions).
Note that Gemini 1.5 pro did not process audio signals in videos at
the time this study was conducted.

3 VIDEO RETRIEVAL AUGMENTED
GENERATION

In this section we determine if text embeddings over video derived
data is feasible input for retrieval augmented generation, over the
task of answering a provided general knowledge question using
answers found in videos as support. In this experiment we use 1000
general knowledge questions generated via GPT 4 V as input to
an embedding extractor. We also compare retrieval results using
two multimodal embeddings, namely BLIP-2’s [3] image feature
extractor and CLIP [8] embeddings (ViT-L/14@336px). Then we
retrieve the top K results as determined by a simple cosine similarity

https://github.com/kdr/videoRAG-mrr2024
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Figure 2: Sample aligned video caption transcript with corresponding example video frames from source scenes

DATASET DIMENSION TOTAL MEDIAN
Video Count 29,259 -
Scene Count 1,476,462 31.00
Video Duration (seconds) 18,584,396 478.00

Text Character Length

Title 1,548,810 51.00
Description 30,565,705 780.00
Title + Description 32,114,515 833.00
Visual Video Captions 96,888,187 2,016.00
Subtitles / ASR 141,926,062 3,472.00
Aligned Captions 276,019,918 6,461.00

Table 1: Statistics for Aligned Video Caption Dataset

LLM PROMPT CONTEXT BERT
Multimodal LLMs

GPT 4 V Video Frames + ASR Transcript 0.889
Gemini 1.5 Pro Original Video 0.862
GPT4 V Video Frames 0.860

GPT 4 Turbo Varying Text Input

GPT 4 ASR Transcript 0.893
GPT 4 Visual Captions 0.869
GPT 4 Title + Description 0.858

Table 2: Generated video summary comparison against GPT
4 aligned visual captions based generation

against the entire 29K video dataset. Using the top K results we use
GPT-4 as an automatic judge using the following metrics:

• HIT@K: in the top K retrieved results, does any retrieved
document contain the information required to answer the
posed question. We use this in lieu of recall given the diffi-
culty of manually collecting ground truth over every video
(also answers are free form sentences and can’t simply be
checked for existence via basic string comparisons)

• QUALITY@1: answer correctness / quality rating between
1-10, measuring quality of answers generated by GPT-3.5
turbo. In order to control for compounding factors due to
the provided context in the LLM prompt, all answers were
generated using the aligned video caption transcript of the
retrieved result regardless of retrieval method

To generate the questions we first sampled 500 videos from the
dataset, then provided the aligned video captions as context to GPT
4 and asked the LLM to generate general knowledge questions that
the video could help answer but are not specifically tied to the
source video, and from the resulting question set we uniformly
sampled 1000 questions.

In Table 3 we can see that the text embeddings are able to find hits
at a relatively low K using the aligned transcript and ASR. We also
see that the relevance of results at very low K suffers for the cross-
modal embedding configuration, but can ultimately catch up if you
have a tolerance for higher K, i.e. LLM can handle processing more
retrieved documents in its context window, which is encouraging
for future extensions into mutlimodal querying.

4 VIDEO ENRICHED CHAT BOT
In Figure 3 we illustrate the main components in a RAG based AI
chat bot application that leverages the aligned video captions to
return relevant answers and corresponding video clip source. The
processing is as follows:

(1) Based on the user query and a choice of tool descriptions,
one retriever tool is selected; we created different tools that
point to specific subsets of the video catalog
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EMBEDDING DATABASE HIT@1 HIT@5 HIT@10 QUALITY@1
Multimodal Embeddings: Cross-modal Text to Vision Match

BLIP-2 Video Frames 0.482 0.801 0.895 5.199
BLIP-2 Video Thumbnail 0.519 0.833 0.902 5.598
CLIP ViT-L/14@336px Video Frames 0.542 0.858 0.925 5.785
CLIP ViT-L/14@336px Video Thumbnail 0.553 0.859 0.926 5.889

Text Embeddings

text-embedding-3-small ASR 0.741 0.936 0.969 7.424
text-embedding-3-small Visual Captions 0.65 0.878 0.932 6.605
text-embedding-3-small Title 0.629 0.905 0.95 6.503
text-embedding-3-small Title + Description 0.675 0.914 0.95 6.828
text-embedding-3-small Aligned Transcript 0.741 0.934 0.971 7.377

Table 3: Video retrieval results and average quality of answer generated using aligned visual action of top retrieved document

Figure 3: Example application architecture for integrating aligned video captions to enabled video enriched RAG

(2) The selected query engine tool vectorizes the query and
searches the vector database to retrieve (chunked) aligned
video caption text blobs.

(3) The query engine tool interprets the results and summarizes
into a specific pydantic format customized for that answer
type; for example a "how to" response should respond with
a bulleted list of steps like in Figure 1, whereas a "place"

response would describe a location and why it is notable.
Timestamps in retrieved docs help give the application point-
ers to specific parts of video to enhance user interaction

5 CLOSING REMARKS
In this study we show that aligned visual captions provide a com-
pelling and adaptable representation of video information that can
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easily plug into basic LLM application architectures. We curate a
large scale dataset, demonstrate how to leverage the data represen-
tation to generate questions, and offer an automated procedure for
measuring video RAG based question answering results.

This work gives us a glimpse into the potential of using aligned
video captions representation, and is ripe for future exploration. For
example, a key practical consideration in deploying this solution in
the real world is the availability of video captioning models suitable
for the intended use case. Another thing to consider is how one
identifies meaningful video clip segments to be summarized by
the captioning models in the first place. In future works it would
be interesting to study how generic video captioning and clip seg-
mentation methods fare on different video domains (e.g. general
knowledge vs. surveillance, etc.) and contrast those with strategies
that adapt the various components in the processing pipeline for
a target domain. Moreover, the audio signal incorporated in this
study focuses on the spoken word, and for other domains it may
be interesting to incorporate other aspects of the audio as well (e.g.
descriptions of music or shifts in loudness could give hints to the
overall tone or emotion of the scene).
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